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Abstract
The three-dimensional (3D) geometrical information that depth maps contain is useful in
many applications such as 3D reconstruction or simultaneous localization and mapping
(SLAM). Kinect is widely used in depth image acquisition due to its low cost and good real-
time performance. However, the quality of depth images obtained by Kinect is influenced
by holes which make depth image inadequate for further applications. To suppress the influ-
ence of holes on a subsequent application, a fixing algorithm of Kinect depth image based on
non-local means (NLM) is proposed in this paper. The holes in depth image are filled using
the weights which are calculated on the corresponding gray image by distance factor and
value consistent factor. And the experiment results demonstrate that the proposed method
achieves good performance in both evaluation in metrics and subjectively visual effect. This
research provides a solution idea for depth image fixing algorithm with low complexity.

Keywords Kinect · Image fixing · Depth image · Non-local means

1 Introduction

Depth Images is a kind of image used to describe the spatial distance information of a
scene, and is widely used in the computer vision studies such as three-dimensional (3D)
reconstruction [14, 28], object segmentation [12] , automatic driving [4, 7] and gait analysis
[1] etc. In order to obtain highly accurate depth images, numerous low-cost depth acqui-
sition devices have been developed which are mainly based on three kinds of technology,
structured-light reflection [24] which emits coded infrared light and estimates the depth by
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measuring speckle pattern, time-of-flight (ToF) [26] which estimates the depth by measur-
ing the phase difference between the emitted light and the captured light after reflection,
and laser scanning [2] which estimates the depth by using lidar sensor to emit the laser and
calculates the time between the laser emitted and captured.

Microsoft’s Kinect V2 [25] is a kind of ToF sensor that gives great convenience for
real-time and active acquisition to scene depth information. However, due to occlusion or
measurement range limitation, the depth images obtained by Kinect inevitably emerge holes
in the texture edge area or the flat area, which greatly degrades the quality of depth images’
subsequent applications such as 3D reconstruction, for the reconstructed model will be
broken in the hole area and makes it difficult to use.

As shown in Fig. 1, we take a gray image (a) and a corresponding depth image (b) by
Microsoft Kinect V2, the two images are strictly aligned in edges and contours. The holes
randomly emerge in the homogeneous area like (c) on the wall or in the object boundaries
like (d), the edge of the robot. We find that the depth values of the object boundaries are
consistent with the boundaries in the gray image like (e) or (f). Moreover, blocks with
similar gray values in a gray image also have similar depth values in the depth image.

Fig. 1 The depth image and gray image captured by Kinect V2 and the zoom in area. (a) and (b) the gray
image and the aligned depth image, (c) the holes in homogeneous area, (d) the holes in object boundaries, (e)
and (f) boundaries consistent area
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Inspired by the discovery, we propose a depth image fixing algorithm based on non-local
means (NLM) [3]. The proposed method uses the gray image as the reference, and computes
the grayscale weights of the neighbor points of the hole by NLM in order to measure the
similarity between the hole and non-hole neighbor points, also we add distance weight to
measure distance similarity which increases the accuracy of the hole filling. Overall, the
proposed method shows high robustness in restoring the depth images and fills the holes
with high accuracy.

The rest of the paper is organized as follows. The related works are reviewed in Section 2,
and the non-local means algorithm is briefly introduced in Section 3. The proposed NLM-
based fixing algorithm for Kinect depth image is given in Section 4, including the overview
of the proposed method, the computation of weights, and the steps to fill the hole. In
Section 5, the experimental results are analyzed to demonstrate the effectiveness and
accuracy of the proposed method. Finally, the conclusion is given in Section 6.

2 Related work

Based on the feature of holes’ emergence, numerous scholars have put forward their
research. The hole filling algorithms can be mainly categorized into three kinds, the meth-
ods based on imaging principles, the exemplar-based methods and the texture filter-based
methods.

The first kind of method takes advantage of the imaging principle to fill the hole area.
According to the principle of depth image generation, Rossi et al. proposed a method using
the location information from the RGB image to compute the inverse depth value of holes
[20], and then comprehensively estimates the depth value by the normal map of the texture
image and the non-hole area of the depth image. The method estimates the depth value of
holes with the minimum disparity in the compared dataset. While Lee and Han [15] studied
the theory of how do holes emerge in the depth image, and proposed a hole concealment
algorithm to fill the holes. The algorithm first extracts the patches with shape and location
information, then the patches are divided into different classes based on the gradient of color
pixel values, and holes are filled with the neighbor data which are in the same class with the
hole. This kind of method is good in filling effect, but has high algorithm complexity.

The exemplar-based methods use the exemplar patch to fill the holes in the images. The
method proposed by Criminisi [9] is a typical exemplar-based hole filling algorithm that is
widely adopted as the fundamental hole filling method. The method computes the filling
priorities of the blocks in the contour missing area and uses the best-match patch to fill the
maximum priority block in the source area.

Based on this exemplar filling method, Xiang et al. proposed an arbitrary-shape patch
matching algorithm to search hole area with irregular boundaries and a cross-modal match-
ing algorithm to search the patch that has minimum difference with the hole area, which
has a good effect on processing irregular hole area [22]. Nguyen et al. raised a new prior-
ity function to find the best-matched reference patch based on spatio-temporal background
information, showing a better visual effect after restoration than Criminisi’s algorithm [18].
Zhang et al. proposed an object-oriented segmentation method that obtains the best sam-
ple block by object segmentation and uses it to fill the broken area [31], the fixing effect
mainly depends on the accuracy of the segmentation, inaccurate segmentation can result in
blurry or an unnatural filling in edge contour. From a similar angle, Bi et al. proposed a
method to divide the complex scene of a depth image into several simple layers [27], the
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filling direction of hole area is determined by whether the hole area is more similar to the
foreground layer or the background layer, the method has good filling effect in both met-
rics and visual effect. However, the patch finding algorithm in exemplar-based methods is a
time-consuming processing, which decreases the fixing efficiency of this kind of methods.

Different from the exemplar-based method, the texture filter-based methods are basi-
cally by proposing different filters to extract the texture information from the gray images,
and use the texture information to fill the holes. Jin et al. proposed a method to extract the
edge from texture images and used a joint spatio-temporal dithering filter to fill the holes
[30]. Similarly, the method Cho et al. proposed uses a color edge map to instruct the filling
of holes [8], the edge of depth images after restoration is strictly aligned with the texture
images which improves the visual performance of the depth images in color synthesized
views. While Pan et al. proposed a joint optimization framework to restore the broken depth
image [19]. The method computes the minimum value of the energy function for optimizing
the hole filling. Chang et al. put forward a method to compute the texture and depth similar-
ity from eight neighbor directional vectors, and then the method chooses the most similar
values to fill the holes [5]. The filter-based methods use the filter to give overall enhance-
ment of the depth image and give a good fixing result in the small area of holes, but the
shortage is that they lack the robustness for dealing with the large area of holes.

In this paper, we propose a fixing algorithm based on Kinect as a solution that guarantees
high repair accuracy and efficiency while having low algorithm complexity. The proposed
method uses the neighbor block of the holes instead of single pixels in weight computation
bringing more robustness to the hole filling. The estimation of holes is based on both texture
information from the aligned gray image as well as the distance information from the depth
image which increases the accuracy of the depth estimation. The weight computing process
and the hole estimating process in the algorithm are not complex to keep the proposed
method from computation expensive and to make it capable of fast execution.

3 NLM algorithm

Traditional denoising filtering algorithms, such as median filtering and Gaussian filtering,
only take a single pixel and its neighborhood to filter the noise. And the NLM algorithm
[29] estimates the value of noise images by the weight average of similar neighborhood
pixel structure. The algorithm fully utilizes the redundant information of the image, which
can denoise the image while keeping the image details maximally.

Given a noisy gray image G, for pixel x needed to be fixed, NLM algorithm computes
the weighted average gray value of all the pixels in the image as the estimated gray value of
pixel x by using the following formula:

NL[G](x) =
∑

y∈A(x)

ω(x, y)g(y) (1)

where A(x) is the searching block to fix the pixel x, g(y) is the gray value of pixel y,
ω(x, y) is the similar weight between the center pixel x and its neighbor pixel y, which
satisfies the conditions 0 ≤ ω(x, y) ≤ 1 and

∑
y∈A(x) ω(x, y) = 1. The weight ω(x, y) is

computed as follows:

ω(x, y) = 1

Z(x)
e
− d(x,y)

h2 (2)

where Z(x) is the normalizing constant and computed as:
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Z(x) =
∑

y∈A(x)

e
− d(x,y)

h2 (3)

And the parameter h controls the decay rate of the exponential function, d(x, y) is
regarded as the similarity between pixel value vectors in the square neighborhood. And
d(x, y) is defined as:

d(x, y) = ‖v(Nx) − v(Ny)‖22,a = e
− ‖v(Nx )−v(Ny )‖2

a2 (4)

where v(Nx) and v(Ny) are the pixel-value vectors, which are composed of the pixel values
in the (2q + 1) × (2q + 1) square fixing block respectively centered on pixel x and pixel
y, named as B(x) and B(y). And the values are listed from left to right and top to bottom.
‖·‖22,a represents the Gaussian weighted Euclidean distance, where a is the Gaussian kernel
standard deviation.

The NLM algorithm takes pixels in the whole image to fix the noise pixel. However, for
the efficiency of the algorithm, A(x) is normally set as the square neighborhood of pixel x,
such as (2p + 1) × (2p + 1) neighborhood centered on x, rather than the whole image.

4 Methodology

4.1 Overview of the NLM-based fixing algorithm

The proposed method is based on the following two reasonable assumptions:

1) The depth values of holes have a strong relationship with non-hole points which are
distributed in the neighbor area of the hole. In order to bring the texture factor into
hole restoration, using a fixing block centered on the hole and composed of the neigh-
bor pixel values rather than using a single point in weight computation brings more
robustness to the algorithm.

2) The spatial distance factor, as well as the value consistent factor, should be comprehen-
sively considered in the weights computation of holes.

Our algorithm is designed for Kinect V2 because it can simultaneously obtain depth
images and gray image from the same viewpoint, so the two images have an aligned contour.
And the value of a hole in depth image obtained by Kinect is zero. Based on this feature,
the position of holes in the depth image can be automatically extracted by judging whether
the value of the point is zero. The details of the proposed method are depicted below.

First, we take both depth image and gray image as the input images, and the proposed
method extract the hole points’ positions and iteratively estimates the depth value of each
hole point in depth image. For each hole point x in depth image, the algorithm reads the
position of the hole point x in depth image and the p × p searching block A(x) centered on
the corresponding position in gray image. Then, the distance weight and grayscale weight
of each non-hole neighbor point y(y ∈ A(x)) are computed, and the fixing weight of each
point y is the normalized product of the grayscale weight and distance weight of each
point y. Finally, the depth value of the hole point x can be estimated as the weighted aver-
age of the depth values of its non-hole neighbor points in the searching block. The overview
of the proposed method is shown in Fig. 1.
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Fig. 2 The overview of the proposed method

4.2 Computation of fixing weights

The fixing weight of each non-hole point around the hole point is computed after estimating
the grayscale weight and distance weight. Let x denotes the location of a hole point in the
depth image, and y denotes the location of a non-hole point in the neighbor searching block
A(x) of x. The diagram of fixing weight computation algorithm is shown in Fig. 2, and the
computation algorithm is composed of three parts, that is, the grayscale weight computation,
the distance weight computation, and the fixing weight computation (Fig. 3).

(1) Grayscale weight computation

For each non-hole point, y in the neighbor searching block A(x), the grayscale weight
of y is computed to measure the grayscale similarity between hole point x and its neighbor
non-hole point y. The grayscale weight is computed as:

m(x, y) = e
− d(x,y)

h2 (5)

where d(x, y) is computed as (4).

(2) Distance weight computation

Since the similarity of depth value between hole point x and its neighbor non-hole point
y is also related to the distance between the two points, the distance weight of non-hole
point y is computed as:

ϕ(x, y) = e
− ‖x−y‖2

σ2 (6)

where σ controls the decay rate of the exponential function and ‖ · ‖2 denotes the Euclidean
distance.

Fig. 3 Diagram of fixing weight computation algorithm.(a) Read each non-hole point yi in the searching
block A(x) on the depth image. (b) Compute the grayscale weight and distance weight of each yi on gray
image. (c) Compute the fixing weight of each yi and fill the holes on depth image
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(3) Fixing weight computation

After the grayscale weight m(x, y) and distance weight ϕ(x, y) of each non-hole point
y in A(x) is computed, the fixing weight of each non-hole point y is computed to measure
the similarity of depth value between hole point x and its neighbor non-hole point y. And
the fixing weight is defined as:

μ(x, y) = m(x, y)ϕ(x, y)

Z1(x)
(7)

where Z1(x) is the normalizing constant to ensure
∑

y∈A(x) μ(x, y) = 1 , and Z1(x) is
computed as:

Z1(x) =
∑

y∈A(x)

m(x, y)ϕ(x, y) (8)

The fixing weight computation algorithm is given in Algorithm 1.

Input: Depth image , gray image , the location 0 0 of hole point , size of searching
square block 2 1, size of fixing square block 2 1, decay rate of the grayscale
weight , decay rate of the distance weight , Gaussian kernel standard deviation .

Output: Fixing weight of each non-hole point y in , where is the
neighbor searching block of hole point defined as 0

0 0 0 .
1: for 0 0 do
2: for 0 0 do
3: if 0 then
4:

5: Compute the grayscale weight according to Eq.(5)
6: Compute the distance weight according to Eq. (6).
7: end if
8: end for
9: end for
10: Compute the normalizing constant 1 according to Eq. (8).
11: Compute the fixing weight of each non-hole point according to Eq. (7).
12: return

Algorithm 1 Fixing weight computation.

4.3 Depth fixing of hole point

For each hole point x, after computing the fixing weight μ(x, y) of each non-hole point y

in the neighbor searching block A(x) of x, the depth value of hole point x can be estimated
as follows:

D(x) =
∑

y∈A(x)

μ(x, y)D(y) (9)

where D(y) denotes the depth value of non-hole point y in depth image.
The depth image can be fixed by estimating the depth value of each hole point in the

depth image. And the fixing algorithm for Kinect depth image is given in Algorithm 2.
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Input: Depth image , gray image , size of searching square block 2 1, size of fixing
square block 2 1, decay rate of the grayscale weight , decay rate of the distance
weight , Gaussian kernel standard deviation .

Output: Fixed depth image .
1: Read the size of depth image as .
2:

3: for 0 do
4: for 0 do
5: if 0 then
6: Let hole point , define the neighbor searching block of as:
7: 0 0 0 0

8: Compute the fixing weight of each non-hole point in
according to Algorithm 1.

9: Estimate the depth value of hole point according to Eq. (9).
10: end if
11: end for
12: end for
13: return Fixed depth image

Algorithm 2 Fixing algorithm of Kinect depth image.

5 Experiments

5.1 Experimental environment and parameters

In this section, extensive experiments have been conducted to verify the proposed fixing
algorithm.

The experiments are carried out on thirty sets of depth and gray images belonging
to Middlebury dataset [11, 21], three self-acquired sets of depth and gray images shot
by Kinect V2, and ten sets of depth and gray images from NYU v2 dataset. Four com-
plicated scenes ‘Art’, ‘Dolls’, ‘Moebius’ and ‘Reindeer’ from Middlebury dataset, three
self-acquired scenes ‘Floor’, ‘Chairs’ and ‘Robot’ and three scenes ‘Bedroom’, ‘Sofa’ and
‘Livingroom’ from NYU v2 dataset are chosen to measure the visual effect, the three dataset
offers the raw depth images in the range of [0,255] and with holes.

Some articles, in their objective analysis, the metrics are calculated between the restored
depth images and the raw depth images. However, the raw depth images are incomplete
because of the holes, the metrics between the raw and the restored depth images can mislead
the analysis and the judgment of the restoration effect. In order to measure the effectiveness
correctly, we manually fill the holes of all raw depth images including the thirty Middlebury
depth images as well as the three self-acquired depth images as the ground truth depth
images. The NYU v2 dataset contains depth images that have been restored, so we use them
as ground truth depth images.

In the experiments, the size of searching square block 2p + 1 is set to 19, the size of
fixing square block 2q + 1 is set to 15, the decay rate of the grayscale weight h is set to 2,
the decay rate of the distance weight σ is set to 2, the Gaussian kernel standard deviation a

is set to 2. The whole experiments are carried out on an Intel Core i7-8770 CPU (3.2GHz)
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PC with 16 GB RAM. All the algorithms are programmed and tested on MATLAB platform
(version R2018b).

5.2 Experimental results onMiddlebury dataset

The proposed method is compared to four state-of-the-art calibration methods, namely joint
bilateral filter (JBF) method [10], fuzzy C-means (FCM) method [16], texture synthesis
repair (TSR) method [31] and exemplar-based depth inpainting (EDI) method [22]. The
visual effect, as well as the metrics of the four methods, are measured by the following
experiment.

The gray images, ground truth depth images, raw depth images and the depth images
restored by the four methods of the scene ‘Art’, ‘Dolls’, ‘Moebius’, ‘Reindeer’ are shown
in Fig. 4, the main holes are select in green.

In the raw depth image of ‘Art’ scene, large holes emerge mainly in the clay pot’s handle
and the edge of the sculpture. JBF method restores the hole area well, the sculpture edge
is restored smoothly and the holes in the handle are also properly filled. While after the
restoration of FCM method and TSR method, the repaired depth image shows an irregular
edge of sculpture, error fillings are also seen in the handle. The result in the select areas of
EDI method are different from the surrounding, the holes in the handle part are given the
depth values closer to the background than the handle itself. The proposed method fills the
holes well in the handle and the sculpture, but on the left of the image, some wrong values
are filled in the hole area.

In the raw depth image of ‘Dolls’ scene, holes are distributed in the image, but mainly in
the doll’s face and the feet of another doll. The filling effectiveness is well of the JBF, FCM
and the proposed method. However, there are some blurs in the contour of the doll’s feet of
the TSR’s result which is also seen in the result of EDI method.

In the raw depth image of ‘Moebius’ scene, there is a lack of depth data mainly at the
top contour of the dodecahedron box and the octahedron box. In the result of JBF method,
reasonable depth values are filled in the select area, but some incorrect fillings are seen in the
edge area of the polyhedron where the method uses the background depth value to restore
the holes. FCM method gives some unnatural contour of the select area. The select area in
the left of the scene has a vague edge in the result of TSR method and has a jagged edge
in the result of EDI method, the results are bad in visual effect. As the result of proposed
method, the filling of the select holes is well and shows a shape consistent with the gray
image.

In the raw depth image of ‘Reindeer’ scene, holes are seen mainly on the feet of reindeer
doll and the straw rope behind the doll. From the results of the five methods, JBF method
and TSR method use the depth value of reindeer doll to fill the holes on the straw rope,
FCM method uses the wrong depth value of the sofa to repair the holes. The results of the
proposed method and the EDI method correctly restores the holes on the straw rope, but the
holes restored by EDI method on the reindeer doll are wrong.

The effectiveness of the proposed method and the other three methods are also measured
by three kind of metrics including structural similarity (SSIM) [13], root mean square error
(RMSE) [6, 23] and peak signal to noise ratio (PSNR) [17]. The PSNR and RMSE are used
to evaluate the similarity between the raw depth image and the depth image after restoration,
the bigger PSNR and the lower RMSE mean the better effectiveness after restoration. SSIM
is used to measure the structural similarity between the two depth images, the bigger SSIM
means that the contour of depth image are more similar to the ground truth. SSIM, RMSE
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Fig. 4 Comparison of the fixing results on the Middlebury dataset. Row (a) depth images (Ground truth),
Row (b) raw depth images , Row (c) Fixing results of the JBF method , Row (d) Fixing results of the FCM
method , Row (e) Fixing results of the TSR method, Row (f) Fixing results of the EDI method, Row (g)
Fixing results of the proposed method
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and PSNR can be computed as follows:

SSIM(D0, D1) = (2ηD0ηD1 + c1)(γD0D1 + c2)

(η2D0
+ η2D1

+ c1)(γ
2
D0

+ γ 2
D1

+ c2)
(10)

RMSE(D0,D1) =

√√√√√
1

mn

m−1∑

i=1

n−1∑

j=1

[D0(i, j) − D1(i, j)]2 (11)

PSNR(D0,D1) = 20 log10(
MAXD0

RMSE(D0, D1)
) (12)

where D0 is the ground-truth depth image, D1 is fixed depth image, ηD0 and ηD1 are the
average depth value of D0 and D1, respectively, ηD0 and ηD1 are the variance depth value
of D0 and D1, respectively, γD0D1 is the covariance depth value between D0 and D1, c1 =
(k1L)2 and c2 = (k1L)2 are two variables to stabilize the division with weak denominator,
k1 = 0.01 and k2 = 0.03 by default, L is the gray level of depth images D0 and D1, and
MAXD0 = 2L − 1 is the maximum possible pixel value of the image.

The metrics of the three methods are shown in Table 1.
From Table 1, the proposed method can achieve better PSNR, SSIM and RMSE parame-

ters than other algorithms in the four presented scenes, also the proposed method has higher
average PSNR and RMSE values than other algorithms, while the average SSIM is smaller.
The metrics show that the proposed method is worse than other algorithms in keeping the
brightness or structure consistent with the ground truth, but its fixing results have a small
depth value error with the ground truth.

The average value of PSNR and SSIM is smaller than the value of the displayed image,
and the RMSE will be larger. This is because some of the 30 depth images have large hole
areas, and the PSNR of these depth images restored by the five algorithms are all smaller
than each average PSNR. Such images account for 1/3 of the 30 images, so the average
PSNR is lower than PSNR of the displayed images.

From the evaluation of visual effect and metrics, it can be found that the proposed method
can obtain the restoration result that is closer to the raw depth image in the displayed scenes,
and its restoration of the hole at the edge of the object can basically conform to the outline of
the object in the original scene, while other restoration methods will bring about problems
like blurry or irregular edge, and the proposed method also has some advantages over other
methods in PSNR and RMSEmetrics. However, sinceMiddlebury dataset is a stereo dataset,
there is a certain gap with the depth image obtained by using Kinect. Therefore the following
experiments will be carried out on depth images taken by Kinect device.

5.3 Experimental results on self-acquired images

In this experiment, Kinect v2 is used to obtain depth images and the corresponding gray
images of three different scenes. The proposed method, JBF method, FCM method, TSR
method and EDI method are adopted to fix depth images, respectively. The three scenes’
raw depth images, ground truth depth images with holes manually filled and the results of
the four methods are shown in Fig. 5.

As shown in ‘Chairs’ scene, holes emerge mainly on the handle area of the chairs. JBF
method fills the holes with wrong depth values, and this is also seen in the result of FCM
method, the wrong depth values of the handle break the depth consistency of the chair,
making the restored image less reliable. The result of TSR method is better than JBF and
FCM methods, but the fillings are still unnatural on the select area on the left of the image.
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Similarly, the result of EDI method also restores the holes on the left with the depth value
closer to the ground than the depth value of the chair. While the result of the proposed
method correctly restores the holes area on the chair.

In the ‘Floor’ scene, holes are around the contour and inside of the heater, some are also
seen in the corner of the wall. The result of the JBF method is good, but there are some error

Fig. 5 Comparison of the fixing results on self acquired images. Row (a) depth images (Ground truth), Row
(b) raw depth images , Row (c)Fixing results of the JBF method , Row (d) Fixing results of the FCM method
, Row (e) Fixing results of the TSR method, Row (f) Fixing results of the EDI method, Row (g) Fixing results
of the proposed method
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fillings inside the heater as shown in the select block. FCM method fills the holes inside
the heater with the depth values that are closer to the depth value of the floor, and there are
also some mistakes in the fillings of the chair. The result of the TSR method is good, but
the edge of the object in the restored image is not clear making the image blurred. From the
result of EDI method, some holes in the chair next to the heater are filled with the depth
value closer to that of the heater. While the proposed method gives a restored image with a
sharp and clear edge.

Some holes in the ‘Robot’ scene are around the edge of the robot and the chair, and
others are in the corner of the wall and on the ground. The visual effect of the JBF method
result is good, while FCM method wrongly fills the holes in the edge of the robot and the
wall with the depth value of the chair. The holes in the area of robot’s wheel are filled with
the depth value of chair in the result of TSR method, which is also seen in the result of the
EDI. The proposed method restores the holes with reasonable values and keeps the contour
aligned with the ground truth image.

The PSNR,RMSE and SSIM results of each method are shown in Table 2.
From the data in Table 2, although the proposed method can achieve better RMSE than

other methods in the three shown scenes, its PSNR in Chairs and Robot scenes are lower
than those of TSR method and EDI method, and its SSIM of Chair scene is also lower than
that of TSR method which can not prove the proposed method is effective for fixing the
depth image acquired by Kinect device.

Due to there being only three images for comparison, and the effectiveness of the pro-
posed method needs to be further verified, we add an extra set of experiments for verifying
the proposed method.

5.4 Experimental results on NYU v2 dataset

To further confirm the effectiveness of the proposed method in the depth images captured
by the Kinect device, we carry out an extra set of experiments on the NYU v2 dataset. The
NYU depth v2 dataset is another RGBD dataset of indoor scenes captured by Microsoft
Kinect, the depth images are aligned with the RGB image. 10 sets of depth images in the
NYU depth v2 dataset are selected for the experiment and three sets of scenes ‘Bedroom’,
‘Sofa’ and ‘Livingroom’ are shown to compare the subjective visual effect as well as the
metrics of each hole repair algorithm in Fig. 6.

In the ‘Bedroom’ scene, the holes mainly appear around the bed and the armrest of the
sofa. The JBF method has some wrong fixing at the armrest of the sofa, but it has a good
consistency with the ground truth depth image. The FCM method’s result shows illogical
restoration at the armrest, and the visual effect is poor. The result of TSR method and the
EDI method are close to the ground truth in structure, but there are blurred edges in the
select areas. The result of the proposed method has the same error as the JBF method in the
select area on the left, but the restoration on the edge of bed has a better consistency with
ground truth image than the JBF method.

In the ‘Sofa’ scene, the holes mainly appear at the edge of the armrest sofa and the chair.
There are some errors in the results of the JBF method, and a part of holes are repaired by
depth values that are closer to the background. The results of FCM method have a more
obvious error at the chair than the JBF method. The sofa boundary is vague in the result
of the TSR method. While the EDI method restores the holes in the sofa boundary with
illogical depth values. And there are no obvious errors in the repair results of the proposed
method.
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Fig. 6 Comparison of the fixing results on NYU v2 dataset. Row (a) depth images (Ground truth), Row (b)
raw depth images , Row (c)Fixing results of the JBF method , Row (d) Fixing results of the FCM method ,
Row (e) Fixing results of the TSR method, Row (f) Fixing results of the EDI method, Row (g) Fixing results
of the proposed method

In the Livingroom scene, the holes are mainly around the edges of the table and the sofa.
The result of the JBF method has some obvious errors in the selected area. The result of the
FCM method also has irregular edges in the selected area on the left, which is inconsistent
with the ground truth image. Both the results of TSR method and the EDI method have
blurred edges of sofa and television, and the result of the EDI method is more ambiguous.
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The proposed method is partially different from the ground truth on the select table area,
but the result has clear object edges, and the visual effect is good.

The PSNR,RMSE and SSIM results of each method are shown in Table 3.
From the table, we can see that the proposed method can achieve better PSNR and SSIM

both in average and on the displayed images, although its RMSE parameter performance
in the Bedroom scene fails to surpass the TSR method, and in the Sofa scene its RMSE
performance fails to outperform the JBF method, but its average RMSE is better than other
methods. Overall, the results restored by proposed method have a better performance on the
dataset obtained by Kinect device. Based on the experiment results, the effectiveness of the
proposed method is fully proved.

6 Conclusion

Kinect is widely used in depth image acquisition due to its low price and real-time per-
formance, while owing to occlusion or measurement range limitation, the depth images
obtained by Kinect have holes that greatly influence the subsequent application. In order
to improve the quality of depth image, an NLM-based fixing algorithm for Kinect depth
image is proposed in this paper. Different from the previous filter-based methods, the pro-
posed method uses the NLM algorithm to take the value vector centered on the hole into the
weight calaulation, and the vector contains both the gray value information and the texture
information around the hole. In this way, the proposed method keeps robust and estimates
the depth value with high accuracy.

We compared the proposed method with the other four efficient methods. The JBF
method can quickly restore the holes in the depth image through the bilateral filter, but it is
not effective for fixing the large-scale holes, wrong depth values often appear in its result.
The FCM method fixes the holes through fuzzy clustering, the clustering effect is unstable
which is easy to produce illogical repair results. The TSR method is based on the exemplar-
based method, blurred edges are often shown in its results, so the visual effect is vague.
The EDI method is also based on the same method as TSR, but the repair effect is worse,
and sometimes large-scale errors occur in its results. The proposed method fixes the holes
by NLM, the errors are not often occurred in its results, and the edges of objects are clear.
Also, the proposed algorithm can achieve better average PSNR and RMSE than other meth-
ods in Middlebury dataset and NYU v2 dataset, its average SSIM results are close to the
best SSIM.

In general, the proposed method achieves optimal results in terms of both quantitative
and qualitative results.
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